
Academic	Background:	
• Ph.D.	and	Doctor	of	Science	
• Professor	in	Civil	Engineering	at	Moscow	State	University	

	
Professional	Journey:	

• 1998	-	Present:	Residing	in	the	USA	
• Worked	as	a	so?ware	engineer	and	data	scien@st	in	reputable	USA	and	Europe-based	

companies:	
• EMRC	(Engineering	Mechanics	Research	Corpora@on)	
• PTC	(Parametric	Technology)	
• Verizon	
• DexMedia	
• InTheChat	
• MicroFocus	
• OpenText	

	
Areas	of	Exper:se:	

• Computa@onal	Mechanics	
• Computer	Science	
• So?ware	Engineering	
• Data	Science	
• Deep	Learning	
• AI	Development	and	Applica@on	

	
Current	Professional	Focus:	

• Centered	on	the	dynamic	and	cuQng-edge	domains	of	Deep	Learning	
• Special	interest	in	harnessing	Large	Language	Models	(LLM)	and	GPT	for	innova@on	
• Ac@vely	engaged	in	diverse	applica@ons	of	LLMs,	with	a	specific	focus	on	conver@ng	extensive	

documents	into	user-friendly	ques@on-answering	systems	
	

Career	Highlights:	
• Extensive	and	sustained	career	in	so?ware	development	and	research	
• Versa@le	skills	across	mul@ple	programming	languages	and	tools	
• Hands-on	prac@ce	cul@vated	over	years	of	experience	

	
Commitment	to	Con:nuous	Learning:	

• Dedica@on	to	staying	at	the	forefront	of	industry	advancements	
	

Current	Projects:	
1. Large	Language	Models	(LLM)	Applica:on:	

• Exploring	diverse	applica@ons	of	LLMs	
• U@lizing	Genera@ve	Pre-Trained	Transformers	(GPT)	
• Focus	on	transforming	extensive	documents	into	intui@ve	ques@on-answering	systems	

2. Flying	Objects	Classifica:on	and	Detec:on	Project:	
• Engaged	in	a	project	focused	on	classifying	and	detec@ng	flying	objects	
• Targets	include	drones,	aircra?,	etc.	
• Leveraging	Convolu@on	Neural	Networks	and	Transformers	

	



Summary:	With	a	rich	academic	background	and	an	extensive	career	spanning	both	academia	and	
industry,	I	bring	a	wealth	of	exper@se	in	Computa@onal	Mechanics,	Computer	Science,	and	Deep	
Learning.		


